
 
Planning for Individualized Experiences with Quest-Centric Game 

Adaptation 

Boyang Li and Mark O. Riedl 
 

School of Interactive Computing  
Georgia Institute of Technology, Atlanta, GA, USA 

boyangli@gatech.edu, riedl@gatech.edu 
 
 
 

Abstract 
Planning has been extensively used to build competent 
opponents in games for human players. In this paper, we 
focus not on winning strategies but on creating an enjoyable 
overall gaming experience by adapting human-authored 
game narratives and customizing them to the players’ 
motivation, tastes and needs. We discuss the benefits of 
modeling game narratives as plans and analyze causal 
structures to build novel computational models of narrative 
coherence. A planning approach to the narrative adaptation 
problem is presented. The planner takes a complete 
storyline comprised of several quests and iteratively 
searches for modifications, deleting and inserting quests and 
events, until it meets the user’s preferences. A user study 
strongly suggested the proposed notion of narrative 
coherence has positive influences on story aesthetics. 

 Introduction 
Much research efforts on planning in games have been 
devoted to creating competent opponents that win as much 
as possible for human players. Various planning techniques 
have been applied in the context of real-time and turn-
based strategy games (Chung, Buro, and Schaeffer 2005; 
Sánchez-Ruiz et al. 2007; Balla and Fern 2009), first-
person shooters (Orkin 200), and contract bridge (Smith, 
Nau, and Throop 1998), to name just a few. These works 
focused on planning strategies for an AI player, and have 
achieved success to some extent. 
 However, relatively few works have focused on 
optimizing gaming experience of players. As pointed out 
by Roberts, Riedl and Isbell (2009), the player’s overall 
experience may be more important than the expected 
payoff. For instance, a hard-fought battle that is lost may 
be more fulfilling than an easy victory. One aspect of the 
overall experience of the player is the perception of 
narrative arc, which can be dynamically generated or 
adapted with planning techniques. 
 Indeed, the narrative arc is a crucial aspect of most 
modern computer games. Game designers use a storyline 
to lead players through dramatically engaging sequences of 
events. Role-playing games and other types of 

contemporary video games usually consist of a series of 
challenges, or quests, that a player is asked to complete. 
Rollings and Adams (2003) define gameplay as “one or 
more causally linked series of challenges in a simulated 
environment.” To overcome these challenges, players have 
to perform required gaming activities, such as combat or 
puzzle-solving, in a virtual world. The story elements 
provide motivation, set contexts for gaming activities, and 
propel the game narrative forward. In short, game 
storylines are used to plan for player experience. 
 We suggest that optimization of player’s experience 
consists of presenting the right story to the right person at 
the right time. The significance of this claim is twofold. 
Firstly, game players usually possess diverse motivation, 
tastes, and needs (Crawford 1984; Yee 2006). A one-size-
fits-all script might not be ideal. Secondly, the preferences 
of players can change over time. After playing one story, 
they may demand a new one. Therefore, the ability to 
generate different stories may enhance replayability and 
improve player experience. Finally, by addressing the first 
two implications, we are working toward the potential of 
games that continuously grow and change with the player 
over a long period of time.  
 As the cost of labor to write individualized storylines can 
be prohibitively expensive, AI technologies, specifically 
planning, can be used to plan for player experience by 
dynamically generating or adapting storylines in games. In 
this paper, we concern ourselves with the problem of 
customizing game narratives for role-playing games while 
simultaneously maintaining the quality of the aggregated 
storyline. We acknowledge that computer systems are not 
capable of the same levels of creativity as humans. 
Consequently, we aim to automatically adapt human-
authored game narratives, thereby leveraging human 
authoring skills and creativity while at the same time 
scaling up the ability to deliver unique, customized game 
experience to individual players.  
 In this paper, we justify our stance of representing game 
narratives as plans, and discuss the notion of narrative 
coherence as heuristic features of the plan structure. We 
then present a technique to adapt and customize human-
authored game narratives consisting of game quests. A 



refinement search algorithm is used to iteratively modify a 
pre-existing storyline plan until it more closely matches the 
motivation, tastes, and needs of the target user. Our system 
is capable of (1) generating a large variety of quest 
combinations to suit the need of each individual player and 
enhance re-playability (2) maintaining story quality by 
maintaining narrative coherence in addition to soundness 
and (3) balancing the preservation of the original stories 
and the adaptation to leverage human creativity. The 
storyline is adapted by adding, deleting or replacing quests. 
In addition, quests themselves can be altered in content and 
structure to fit the aggregated storyline.  
 The remainder of the paper is organized as follows: We 
discuss the theoretical aspects about narratives, the 
adaptation problem and the notion of narrative coherence 
in the next section. After that, we deal with the practical 
side of narrative adaptation and present the planning 
algorithm and a detailed example. The fifth section 
analyzes the theoretical authorial leverage our system 
empowers game designers with. The last section concludes 
this paper. 

Planning and Narrative 
We focus on the narrative aspect of experience, a sequence 
of events with continuant subject and that constitutes a 
whole (Prince 1987). In the case of our work, the narrative 
is a description of the expected sequence of events that will 
occur in a virtual environment. Following others (c.f., 
Young 1999; Riedl and Young 2004; Riedl 2009), we 
computationally represent narratives as a plan. The plan 
representation provides a formal framework to explicitly 
represent causal relationships between events and reason 
about them on first principles (for example, we can ask if a 
narrative is sound).  Further, plans closely resemble 
cognitive models of narrative. Graesser et al. (1991) and 
Trabasso and van den Broek (1985) in particular highlight 
the importance of causalities in stories.  
 Cognitive science and neuroscience suggests that 
planning may be a very appropriate computational means 
for narratives. Young and Saver (2001) note that 
dorsolateral prefrontal injuries simultaneously impair 
behavioral planning and the ability to produce “narrative 
account of their experience, wishes and actions” while 
many other cognitive abilities remain intact. This 
coincidence seems to hint on the functional similarity of 
planning and narrative generation in the human brain. 
Rattermann et al. (2001) suggested adult human performs 
planning in an analogous manner to partial-order planning. 
In summary, planning, especially partial-order planning, 
seems to bear some resemblance to narrative processing 
and generation mechanisms utilized by human beings. 
 Given the above evidence, we represent narrative as 
partially ordered plans. A partial-order plan consists of 
actions and temporal and causal relations. Actions encode 
preconditions – conditions that must be true for the action 
to be executable – and effects – conditions that become 
true once the action completes.  Causal links, denoted  

a1 →c a2, indicate that the effects of action a1 establish a 
condition c in the world necessary for action a2 to execute. 
Temporal links indicate ordering constraints between 
actions.  
 We use additional representational structure provided by 
decompositional partial order planning (DPOP) (Young 
and Pollack 1994). In DPOP, abstract actions are 
decomposed into more primitive actions using 
decomposition recipes. Figure 1 is an example of nested 
decomposition recipes. Rounded rectangles are abstract 
actions and ordinary rectangles are primitive actions. 
Encapsulation represents decomposition recipes and 
arrows represent causal links. For clarity, no temporal links 
are shown. Primitive actions outside the decompositions 
are not part of the definition of the decomposition recipe, 
but are necessary for causal soundness.  

The Narrative Adaptation Problem 
The conventional planning problem is to find a sound 
sequence of actions that transforms the world from an 
initial state into one that satisfies a goal situation. The 
soundness guarantees correct execution in the absence of 
uncertainty. The narrative generation problem, in 
comparison, can be defined as finding a sound and 
coherent sequence of events that narrates the 
transformation of the world, which involves events, or 
sequences of events, of significant interest to the audience. 
Narrative generation contrasts with conventional planning 
in that the entire experience replaces the final outcome as 
the primary concern. For example, a tragedy or thriller 
relies more on relationships between actions in the 
narrative plan and less on its outcome. 

This paper deals with a problem that is slightly different: 
the adaptation of narratives. Instead of generating a 
narrative from scratch, adaptation starts with a sound and 
coherent narrative and modifies it to meet the user’s 
requirements. In this paper, we start with a human-
authored game narrative. Our algorithm preserves as much 
as the original narrative as possible to minimize the chance 
any handcrafted aesthetic or intuitive elements are broken 
because the algorithm is incapable of understanding them. 

Quest-centric game adaptation applied narrative 
adaptation to computer games in which the main storyline 
is comprised of one or more challenges. Quests capture the 

 
Figure 1 An Example Quest 
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removed along with all children in its decomposition.  
The ability to delete and add actions creates 

circumstances in which the planner revisits the same partial 
plan in the search space. To preserve systematicity of the 
search and prevent infinite loops, we mark every action 
and causal link added during the adaptation as “sticky” and 
do not allow them to be deleted henceforth. Note that 
actions in the original plan to be adapted are not sticky. 
The stickiness of actions is a hard constraint that cannot be 
violated.  

The planning algorithm itself is extended in order to 
process existing plans. The algorithm is shown in Figure 5. 
There are five types of flaws: (a) unsatisfied precondition 
of an action, (b) un-decomposed abstract action, (c) causal 
threats, (d) dead ends and (e) superfluous efforts. Here, we 
only highlight the differences between our algorithm and a 
typical partial-order planner. In our algorithm, an action 
can be deleted due to an open precondition.  It is necessary 
in situations where the precondition cannot be satisfied due 
to the deletion of other parts of the plan. Similarly, causal 
threats can be resolved by deleting the action that threatens 
the causal link. This can be handy in situations where 
events that have become unnecessary are preventing plan 
soundness. In both cases, deletion is used with caution.  

Two new types of flaws, dead ends and superfluous 
efforts, are introduced in order to maintain narrative 
coherence. Normally, dead ends only occur as a result of 
deletion or during repairing another dead end. We propose 
four ways to fix a dead end, listed in decreasing order of 
desirability. The planner can (1) link one effect of the dead 
end to an open precondition in the plan. Alternatively, it 
can (2) replace an existing causal link with a link from the 
dead-end action, the two links satisfying the same pre-
condition. In this case, bookkeeping is necessary to prevent 
infinite loops when two actions are competing for the same 
link. In addition, the planner can (3) remove the dead end. 
Finally, if all else fails, we (4) ignore the flaw and accept 
that the final solution will have a dead end. We believe that 
this is preferable to failing to return any solution.  

Superfluous efforts can be generated by connecting 
existing actions in an undesirable way, for example, in 

order to repair a dead end. Also, it may be caused by the 
removal of some actions the superfluous efforts lead to. To 
repair a superfluous effort, the algorithm can replace 
outgoing links from those actions in the superfluous effort 
with effects from earlier actions. Extending earlier causal 
effects to later links is a common technique used in 
continuous planning (Russell and Norvig 2002). As with 
dead ends, we ignore the flaw if there is no other way to 
solve the problem, favoring a plan with superfluous actions 
over no solution. 

Example 
In this section, we briefly explain the working of quest-
centric adaptation planning with an example of a simple 
role-playing game. As shown in Figure 6, the original 
game narrative consists of two quests. In the first quest, the 
player kills the witch, arch-enemy of the king, by pouring a 
bucket of water on her. In the second quest, the player 
rescues the princess from a dragon and marries her. 
However, suppose the player prefers treasures to marriage, 
we can remove the rescue quest and add an escape quest 
where the player is locked in a treasure cave and can only 
escape by solving a puzzle. The original quest, an 
intermediate step, and the final result are shown 
respectively in Figure 6, 7 and 8. The order of operations is 
denoted with numbers in circles. We do not intend to 
explain every detail due to space constraints. For the sake 
of simplicity, the search is assumed to be nondeterministic, 
which always makes the correct choice at every decision 
point. Backtracking will happen in real applications, even 
though not shown here.  

We begin with requirements from the user preferring 
escape missions to rescues. The quest-level goal situation 
is updated accordingly by removing quest‐
complete(rescue) and adding quest‐complete(escape). 
The only outgoing causal link from the action Rescue 
Quest is used to satisfy this quest-level goal. As a result, 
this action becomes a dead end. The first step of planning 
is to remove it together with all descendant actions and all 

 
Figure 6 Original Game Narrative Before Adaptation 



associated causal links. To fulfill the added goal quest‐
complete(escape), the abstract action Rescue Quest is 
added and subsequently decomposed. New actions in the 
decomposition are added. They bring new open 
preconditions. We then deal with world-level goals. In the 
next few refinement iterations, dead ends, marked with 
number 3, are removed and actions marked with number 4 
and 5 are added to fulfilling open preconditions. After 
these operations, we have obtained the plan in Figure 7. 

The reward component of Witch‐Hunt  Quest is 
modified as follows. The action King  Trusts  You, 
marked with 6, becomes a dead end and removed. Its 
removal introduces two flaws: 1) the action Show Shoes 
to King has become a dead end, and 2) the Witch‐Hunt 
Reward abstract action now has no decomposition. The 
relevance heuristic comes into play in resolving the dead 
end. The action Show Shoes to King is determined to be 
more relevant to the remaining quest than to the removed.  
Hence, we prefer establishing an outgoing link known‐
success(king, hero, witch‐hunt) for action number 5 
to removing it. Finally, we need a new decomposition for 
Witch-Hunt Reward, and we realize the decomposition can 
reuse action number 5. Having fixed all flaws, we have a 
complete and coherent narrative, shown in Figure 8.  

Authorial Leverage 
A direct motivation of this research is to scale up the 
ability to deliver a large number of customized experiences 
without significantly increasing the authoring effort. Chen 
et al. (2009) defines authorial leverage as the quality of 
experience per unit of domain engineering, where quality 
is a function of complexity, ease of change, and variability 
of experience. In this section, we focus on variability, or 
the number of distinct stories. 

Two components must be authored in the system: a 
world domain model, containing specifications for 
primitive event actions as well as a number of quests as 
DPOP recipes. These constitute a one-time authoring cost 
by a domain engineer. Next, one or more storylines may be 
authored in the DPOP representation such that they consist 
of some quests and other primitive events. This may 
require additional effort on the part of the human author, 
but the payoff for this extra effort is an exponential scaling 
of the initial effort.  

Theoretically, our adaptation process takes a single 
narrative and produces as many adaptations as the size of 
the power set of available quests. In practice, the number 
of pragmatic adaptations will be lower because it’s likely 
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that a large fraction of the original is retained in each 
adaptation request. It is possible, for example, that the 
output story always contains more than 70% of original 
quest. However, the scaling will still be exponential when 
the fraction remains constant. 

To manually achieve this scaling, one would have to 
author n(n-1) transitions between quests (n-1 variations of 
each quest so it can be paired with n-1 other quests). 
However, as the planner can opportunistically discover 
feasible transitions based on existing actions in the library, 
the actual authoring effort required can be significantly less. 
In either case, authoring efforts grows much slower than 
distinct stories. 

Future work is required to measure the pragmatic 
authorial leverage of the system in terms of authoring 
effort versus effective output. An evaluation of aesthetic 
quality of generated storylines is also currently underway.   

Related Work 
As an offline procedure, storyline adaptation has a strong 
connection with story generation. Story generation is the 
process of automatically creating novel narrative sequences 
from a set of specifications. The most relevant story 
generation work is that that uses planning as the underlying 
mechanism for selecting and instantiating narrative events 
(c.f., Meehan 1976, Lebowitz 1987, Riedl and Young 2004, 
Porteous and Cavazza, 2009).  The distinction between our 
storyline adaptor and story planning is that the storyline 
adapter starts with a complete, sound narrative structure 
and is capable of removing events. 

Case-based reasoning (CBR) has also been used to 
generate stories from scratch (c.f. Turner 1994; Peréz y 
Peréz and Sharples, 2001; Gervás et al. 2005; Turner 1994. 
Our system may also be compared with the revision stage 
of transformational case-based planning (CBP), in which 
old plans are reused and revised to solve new problems. 
One important difference between CBP and quest-centric 
adaptation is that planning is geared towards maximum 
efficiency whereas the shortest or most efficient sequence 
of actions is rarely the best or most coherent story. 
Transformational CBP often tries to eliminate as many 
actions as possible, but we always try to preserve the 
original narrative and authorial intent if possible. Our 
search heuristic always favors fixing plan flaws in 
alternative ways before deleting any actions because 
deletion of events may interfere with authorial intent.  

In a parallel effort, the TACL system (Niehaus and Riedl 
2009) is designed to adapt and customize military training 
scenarios. Realistic military training is a highly rigorous 
process. Any automatic adaptation must preserve 
pedagogical correctness and the tolerance of modification 
is low. Game quests, on the other hand, can be modified 
extensively. In this paper, we apply the algorithm in the 
novel context of quests and games. We demonstrate direct 
modification of game quests.  

Interactive storytelling systems demonstrate how players 
or learners may interact with story and scenario content in 

complex simulation environments. See Roberts and Isbell 
(2008) for overviews of interactive storytelling and drama 
management systems. The distinction between quest-
centric game adaptation and interactive storytelling is that 
in interactive storytelling adjustments to the virtual world 
occur at execution time in order to cope with the real-time 
actions of the player. Our adaptation system, on the other 
hand, rewrites the objectives of the virtual environment in 
an offline process. In this light, quest-centric game 
adaptation and drama management are complimentary: the 
adaptation system configures the drama manager, which 
oversees the user’s interactive experience.  

While discussion of the execution of game narratives is 
outside the scope of this paper, we envision using 
planning-based interactive narrative systems such as the 
Automated Story Director (Riedl et al. 2008) for dynamic 
execution of game narratives within the game world. 

Work on optimizing player experience in games have 
been addressed in terms of interactive storytelling. Thue et 
al. (2007) describe a player modeling approach to choosing 
different trajectories through pre-authored branching story 
structures based on player profiles. Hullett and Mateas 
(2009) have investigated generation of game level floor 
plans, and thus the narrative of moving through space, 
using HTN planning. HTN planning requires complete 
specification of how each task can be performed. In 
comparison, our approach is capable of opportunistic 
discovery of novel event sequences. Finally, others 
investigating optimization of player experiences have 
explored game world generation and other non-narrative 
content generation using neural network models of players 
and evolutionary computation (c.f., Togelius et al. 2010). 
At this moment, we are ignoring the generation of 
landscape and environment in games. 

Conclusions 
As game players possess different motivations, tastes and 
preferences, adapting and customizing game content may 
improve gaming experiences. In this paper, we presented a 
planning technique that adapts game storylines consisting 
of several quests in order to deliver customized narratives 
for individual players. We proposed two plan structures 
that break narrative coherence of a story and extend 
decompositional partial-order planning to repair these 
coherence flaws and delete actions to adapt existing plans. 
Furthermore, we discussed design of search heuristics and 
illustrated the algorithm with a concrete example. The user 
study suggests the ability to repair dead end is useful in 
generation of game narratives.  
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